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A statistical model for instable thermodynamical systems
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Abstract

A generic model is presented for statistical systems which display thermodynamic features in contrast to our everyday
experience, such as infinite and negative heat capacities. Such system are instable in terms of classical equilibrium thermody-
namics. Using our statistical model, we are able to investigate states of instable systems which are undefined in the framework
of equilibrium thermodynamics. We show that a region of negative heat capacity in the adiabatic environment, leads to a
first order like phase transition when the system is coupled to a heat reservoir. This phase transition takes place without a
phase coexistence. Nevertheless, all intermediate states are stable due to fluctuations. When two instable system are brought
in thermal contact, the temperature of the composed system is lower than the minimum temperature of the individual systems.
Generally, the equilibrium states of instable system cannot be simply decomposed into equilibrium states of the individual
systems. The properties of instable system depend on the environment, ensemble equivalence is broken.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

There is increasing interest in studying small sys-
tems with a typical size in the nanometer range. Such
systems are still much too big to be understood in
terms of pure quantum mechanical states. On the other
hand, also thermodynamical concepts reach their limit.
As has been shown experimentally for small sodium
clusters[1], instable thermodynamic states can ap-
pear when coexistence at the transition between two
phases is suppressed due to the limited size. One of the
most intriguing consequences is the existence of neg-
ative heat capacities[1–4], which were already pre-
dicted in the context of long-range interactions[5,6].
However, experiments on small metal clusters give
only the first, but presumably most direct evidence

∗ Tel.: +33-3-89-60-87-22; fax:+33-3-89-60-87-99.
E-mail address:ju.sommer@uha.fr (J.-U. Sommer).

for a new type of behavior in finely structured mat-
ter. The nanometer length scale is dominating for sev-
eral years in polymer science. For instance, copoly-
mers form regular micro-phase separated states where
the extension of the obtained micro-phases can reach
down to a few nanometers. In particular asymmet-
ric copolymers, having a long block of speciesA and
short block of speciesB, can establish equilibrium
super-structures, where theB-blocks are located in reg-
ular arrays of nanometer size spheres embedded in a
matrix of A-blocks. As has been shown recently[7],
such nanometer sized and well separated polymeric
spheres can undergo well defined crystallization and
melting processes. However, in contrast to the exper-
iments on small metal clusters, only the ensemble of
a huge number of such small systems ordered in a
well defined super-structure has been analyzed ther-
modynamically up to now. Nevertheless, since individ-
ual systems can only interact by exchanging heat, the
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observed thermodynamic properties of the array of
many such systems can be different from the corre-
sponding behavior of a homogeneous, bulky polymer.

In order to learn more about thegeneral proper-
tiesof instable systems a solvable statistical model is
needed. It is the aim of the present work to propose and
discuss such a generic model for instable (and as we
will see, necessarily non-extensive) systems under dif-
ferent conditions. It will be shown that systems having
infinite or even negative heat capacities can obtain well
defined states also when coupled to a heat reservoir
or among each other. However, these states are now
different to the states obtained when such systems are
isolated or in contact with a tiny thermometer. This is
because fluctuations are determining the states, which
leads to different predictions for different ensembles.
It will be shown that the equilibrium states cannot be
associated with the individual systems, but has to be
understood as a property of the composed system and
can, therefore, also change with the environment.

The rest of this work is organized as follows. In
Section 2, it is shown under which conditions in equi-
librium thermodynamics (ETD) negative heat capac-
ities can be defined and which are the consequences
of such unusual properties. InSection 3, we introduce
the model of a hierarchically organized phase space
which allows a statistical analysis of systems hav-
ing a non-positive heat capacity. We distinguish be-
tween two types of models: regular hierarchies, which
lead to infinite heat capacities in the micro-canonical
treatment, are considered inSection 4. Closed hier-
archies lead to negative heat capacities and are an-

Fig. 1. Illustration of the coupling of a thermodynamic system with a heat reservoir. The heat exchanged with the reservoirδQ decreases
the entropy of the (formally infinite) reservoir in a reversible way:∂S′ = δQ/T .

alyzed inSection 5. In both cases thermal coupling
to a heat reservoir leads to well defined states which,
however, differ from those obtained in the adiabatic
environment. For closed hierarchies a state of dy-
namic coexistence is obtained, which reflects a phase
transition between a low and a high energy phase
without thermodynamic coexistence. Thermal equilib-
rium between non-extensive systems is considered in
Section 6. Here, we show for case of regular hierar-
chies, that the temperature of the composed system is
always lower than the temperatures of the individual
systems without thermal coupling, in marked contrast
to the behavior of stable systems. InSection 7, my
conclusions are presented.

2. Unstable systems, negative heat capacities and
non-extensivity

From the fundamentals of thermodynamics it fol-
lows that systems in contact to an infinite heat reser-
voir must have a positive heat capacity. This is closely
related to the condition of stability of thermodynamic
equilibrium states. The proof for this conclusion is
sketched inFig. 1.

Here, we consider a thermodynamic systemS in
contact with a heat reservoirS′ at temperatureT. For
the equilibrium states of given internal energyE, en-
tropy functionsS(E) andS′(E) can be defined. IfS is
in stable equilibrium withS′, with the freedom to ex-
change energy in form of heatδQ, the total entropy

Sg = S + S′, (1)
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must display a maximum value, that is, its total change
δSg must be negative, irrespectively of the direction of
the exchange of heat. Now, considering a small amount
of heatδQ to be transferred fromS′ to S, this changes
the state ofS from A to B (seeFig. 1) and increases
the entropyS(E) accordingly. At the same time, this
heat transfer decreases the entropy ofS′, given by

δS′ = −δQ

T
. (2)

This can be illustrated by a corresponding change from
A to C in the E, S-diagram inFig. 1 (following the
linear slope of 1/Talong the tangent ofS(E) at the
stateA). The total change in entropy of the composed
system,δSg, is now visualized by the differenceδSg
between the stateB andC′, whereC′ is mirror-image
of C, which accounts for the negative entropy change,
−δS′. Thus,δSg is negative, if the pointB is below
the tangent of the curveS(E). The same is true for an
exchange of heat in the opposite direction. Therefore,
we conclude: the stateA corresponds to a stable equi-
librium state at the temperature 1/T= ∂S(E)/∂E|A,
if the entropy function remains below its own tangent,
that is,S(E) is a concave function. This requires

∂2S

∂E2
< 0. (3)

On the other hand, the heat capacity is given by

1

C
= −T 2 ∂

2S

∂E2
. (4)

Therefore, thermodynamic stability in respect to the
exchange of heat is equivalent to a positive heat ca-
pacity.

Fig. 2. Illustration of the coupling of a thermodynamic system with a small “thermometric” system. Now, the exchange of heat∂Q also
involves non-linear behavior of the thermometer’s entropy function.

Another argument can be raised from statistical
physics. The partition function for a system in equi-
librium with a heat reservoir is given by

Z =
∑
k

e−βEk , (5)

whereβ = 1/T , and the Boltzmann constant is set to
unity in the following. Then we have

C̄ = ∂〈E〉
∂T

= β2∂
2lnZ

∂β2
= β2(〈E2〉 − 〈E〉2)

= β2〈�E2〉, (6)

where the brackets denote the averaging according to
the canonical distribution. In anticipation of the case
of instable system, we distinguish the values in the
canonical ensemble with an over-bar. Now, the heat
capacityC̄ is directly related to the mean squared fluc-
tuation of the energy, enabled by the heat reservoir.
Therefore, the value of̄C has to be positive.

However, our arguments do not exclude the exis-
tence of a negative heat capacity when the system is
not coupledto an infinite heat reservoir. Let us now
consider a “thermometrical environment,” whereS is
coupled to asmallsystemS′. The meaning of “small”
concerns the value of the heat capacity of the ther-
mometerC′, as it becomes clear from the derivations
below. The idea is illustrated inFig. 2.

Now, the non-linear component in the entropy
change of the thermometer,δS′(E), has to be taken into
account too. We consider an entropy functionS(E)
which is now convex, that is, follows above its tan-
gent at the pointA, which still defines the equilibrium
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temperature between both systems. A heat uptake,
δQ, results again in a change of state indicated byB
in Fig. 2. As a consequence the entropy of the ther-
mometer is reduced byδS′ following the curveS′(E)
to the pointC. The mirror image (negative entropy
change) of the part of the thermometer’s curve is de-
noted by the dashed line and the pointC′. Provided,
that the absolute value of the second derivative of the
thermometer’s entropy function is larger than that of
S(E) (higher curvature), the total change of entropy is
indeed always smaller than zero (Bis belowC′), irre-
spectively of the direction of heat exchange. As a con-
sequence, the stateA corresponds to an equilibrium
between the both systems at the common temperature
T, which is indeed thermodynamically stable.

The condition for this stability can be expressed in
terms of the total entropy change as follows

δSg 
 − 1

2T 2

(
1

C′ − 1

|C|
)
δE2. (7)

Hence, a stable equilibrium is possible, if the condition

C′ < |C|, (8)

is satisfied.
On the other hand, if two systems withC < 0 are

brought in thermal contact, equilibrium is impossible
in terms of ETD. Then, we obtain

δSg 
 1

2T 2

(
1

|C1| + 1

|C2|
)
δE2, (9)

which is always positive. Thus, every change in the
state of the two system increases the entropy, which
yields to a spontaneous change of state until a region
with a positive heat capacity is reached for one or both
of the systems.

As a consequence, a system with negative heat ca-
pacity cannot be composed of subsystems having the
same properties as the overall system—a system with
negative heat capacity is necessarilynon-extensive.

We have to recognize that classical ETD cannot
make any further prediction for the behavior of unsta-
ble systems either coupled to a heat reservoir or be-
ing in thermal contact among each other. In fact, such
states would be thermodynamically “impossible” as
demonstrated inEq. (9). As we will see in the follow-
ing sections, such states are nevertheless statistically
well defined. The reason, why thermodynamics cannot

be used to analyze such states, is the fact that fluctua-
tions play a predominant role. The concept of fluctu-
ations is not incorporated into the framework of ETD
and the preassumptions about thermodynamic equilib-
rium are made accordingly. To step forward, we need
a tractable statistical model which reflects the prop-
erties of instable systems and can be analyzed in full
detail using statistical methods. Such a model is pro-
posed in theSection 3.

3. Hierarchically organized phase spaces

The aim of the paper is to present a statistical model
which is able to reflect the unusual properties of unsta-
ble systems only. Such properties are usually only ob-
served for small systems (or long-range interactions)
in a certain range of temperature (energy). Also, for
the presented model a finite energy range (seeFig. 3)
is defined. However, no assumptions about the behav-
ior outside this region of instability is made. This sim-
plifies the mathematical analysis drastically and make
it possible to better understand the properties of sys-
tems under non-stable thermodynamic conditions. Our
model can be visualized geometrically as a hierarchy
of states as sketched inFig. 3. Each level (generation)
of the hierarchyg corresponds to a definite energy
valueE(g). The number of micro-states is then given
by

Ω = qE(g)/E0, (10)

whereq denote the (constant) branching number of the
hierarchically organized phase space. Then we obtain
for the Boltzmann entropy according to

S = lnΩ = E(g)

E0
ln q. (11)

We distinguish two cases concerning the energy
steps between to successive generations�E(g):

�E(g) = E0 = constant regular hierarchy, (12)

�E(g) = E0(1 − δ) closed hierarchy. (13)

Here,δ corresponds to a small dimensionless param-
eter. For any real system, unstable behavior will only
occur in a limited energy range as sketched in the
lower part ofFig. 3. We will consider here the mini-
mum energyEmin = 0. For closed hierarchies, there
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Fig. 3. Sketch of an hierarchically organized phase space. The micro-states are represented by bullets and form a regularly branched
tree. Each level,g, of the tree represents a definite energy state. The energy difference between two successive levels in the hierarchy is
given by�E(g). If these energy steps are constant, we call it a regular hierarchy. If�E(g) decreases with the level, we call it a closed
hierarchy.

exist an upper limit for the energy, due to the contrac-
tion of levels, given by

Emax = E0

δ
. (14)

4. Regular hierarchies

We start with the simplest case where the steps be-
tween successive levels of the hierarchy are constant,
seeEq. (12). This leads to a linear relation between
Boltzmann’s entropy and the energy

S = E

E0
ln q = E

TB
, (15)

with

TB = E0

ln q
. (16)

Hence, the temperature is constant and independent
of the energyE contained in the system. We callTB

the Boltzmann temperature. Because of∂2S/∂E2 =
−1/(T2C), the heat capacityC is infinite.

We consider nowS in contact with an infinite heat
reservoirS′ at a given temperatureT. In the following
we count all energies in units ofE0 for the sake of
simplicity. Then, the energy variableE (as well as the
temperature) is dimensionless. To recover the original

units, these quantities have to be multiplied byE0 at
the end. The partition function is given by

Z =
∑
k

exp

{
−Ek

T

}
=

∫ Emax

0
dEΩ(E)exp

{
−E

T

}
,

(17)

wherek denote all microscopically accessible states of
the system. This sum can be replaced by an energy in-
tegration (or summation) where all micro-states which
correspond to a certain energy levelE are represented
again byΩ(E). UsingEqs. (11) and (15)one obtains

Z =
∫ Emax

0
dE exp

{
−E

T
+ E

TB

}
= 1

a
(1 − e−aEmax),

(18)

with

a = 1

T

(
1 − T

TB

)
= βτ, (19)

and

τ = 1 − T

TB
, (20)

β = 1

T
. (21)

The maximum energy,Emax, becomes important when
T is higher thanTB. Note that the canonical distri-
bution exp{−aE}is monotonous. Forτ > 0, that is,
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T < TB, the distribution is simply decaying, the most
probable value of the internal energy is the small-
est value (lower bound), which is equal to zero. For
T > TB, the distribution is simply ascending, the up-
per bound of the internal energy,Emax, is realized with
maximum probability. On the other hand, the canoni-
cal valueĒ of the internal energy is given by

Ē

T
= 〈E〉

T
= 1

τ

(
1 − τEmaxe−τEmax

1 − e−τEmax

)
, (22)

where the brackets denote the averaging over the
canonical distribution. ForT < TB, we can consider
the limit Emax → ∞. Then we get

Ē = T

τ
for Emax → ∞. (23)

Note that because ofEq. (15), we have 〈S〉 =
〈E〉/TB. On the other hand we have

F̄ = Ē − T S̄. (24)

UsingEq. (18), we obtain

F̄

T
= ln a − ln (1 − e−aEmax). (25)

In the limit of Emax → ∞ (T < TB), we can use
Eq. (23), which yieldsT = Ē/(1 + Ē/TB). Using
furtherEqs. (24) and (25), one gets

S̄ = Ē

TB
+

(
1 + ln

Ē

�E

)
= 〈S〉 + �S. (26)

The additional term�S provides the stability prop-
erty (negative curvature) for the entropy in the isother-
mal environment. For consistency, one can check that
1/T = ∂S̄/∂Ē is obeyed.

The entropy of a regular hierarchy, coupled to a heat
reservoir, is not given by the average (expectation)
value (due to the fluctuation of the energy state) but
contains a part which is related to the coupling itself,
thus〈S〉 
= S̄.

The heat capacity in the isothermal environment is
given by

C̄ = ∂

∂T
(Ē) = 1

τ2

{
1 − (τEmax)

2

4 sh2(τEmax/2)

}
. (27)

For the limitEmax → ∞, this yields

C̄ = k
1

τ2
for Emax → ∞. (28)

On the other hand,̄C is finite atT = TB, for a finite
value ofEmax

C̄ = 1

12
E2

max for T = TB. (29)

Hence, the isothermal environment leads to a ther-
modynamic behavior which is different from that in
the isolated state. The unusual properties of the iso-
lated system are reflected by acritical point like di-
vergencyof the heat capacity when approaching the
Boltzmann temperature in the ETD limit.

5. Closed hierarchies and dynamical coexistence

The relation between the internal energy and the
number of generation in the hierarchy is now given by

g = −1

δ
ln

(
1 − Eδ

E0

)
, (30)

where we have assumedδ � 1, that is, ln(1 − δ) 

−δ. Using the simple relation between the entropy and
theg, seeEq. (11), one obtains

S = −ln q
1

δ
ln

(
1 − Eδ

E0

)
. (31)

According to Eq. (14), we have Emax = 1/δ. The
temperature of a closed hierarchy is thus given by

T0 = TB − Eδ

E0ln q
= TB

(
1 − E

Emax

)
, (32)

where the Boltzmann temperature of the regular hier-
archy, seeEq. (16), has been used. Note that the tem-
perature of a closed hierarchy can not be larger than
TB. For the heat capacity we obtain

C = − 1

TB

1

δ
= −Emax

TB
, (33)

which displays negative values in the whole range of
the internal energy.

The first non-trivial approximation ofS(E,δ), see
Eq. (31), is given by

S 
 E

TB

(
1 + 1

2

E

Emax

)
. (34)

If E is much smaller thanEmax, the first term is suffi-
cient which corresponds to the case of the regular hi-
erarchy. SinceEq. (34)is analytically better tractable,
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Fig. 4. (a) Canonical distribution of the internal energyP(E) for different values of the temperature functiona = βτ. The distribution is
symmetric around the minimum valueE∗, for a× = 1/2TB. (b) The integration of the partition function can be separated in two parts with
respect toE∗.

and it contains all relevant properties of the closed hi-
erarchy, we will useEq. (34)exclusively in the fol-
lowing.

The canonical partition function is given by

Z =
∫ Emax

0
dE eS−E/T =

∫ Emax

0
dE e−F. (35)

UsingEqs. (34) and (19)we obtain

F = Eβτ − 1

2

E2

EmaxTB
. (36)

The canonical distribution functionP(E) = exp(−F)
is plotted for different values ofa = βτ in the left part
of Fig. 4.

In marked contrast to stable distributions,P(E) ex-
hibit a minimum value (instead of a maximum) at

E∗ = TBβτEmax. (37)

For large values ofEmax/TB the both peaks atE = 0
andE = Emax dominate the partition function. In or-
der to evaluate the partition function, we subdivide the
integration in two parts with respect toE∗ as indicated
in the right part ofFig. 4.

Z = Z1 + Z2 =
∫ E∗

0
dE e−F +

∫ Emax

E∗
dE e−F. (38)

We denoteZ1 as thelow energy phaseandZ2 as the
high energy phase, respectively. Both parts have the

same functional form which is given by

Z1,2 = exp(−F(E∗))
∫ c1,2

0
dx exp

{
−1

2

x2

TBEmax

}
,

(39)

with c1 = E∗ andc2 = Emax − E∗. Evidently, both
parts equally contribute forE∗ = Emax/2. There-
fore, we introduce a cross-over temperatureT×, using
Eq. (37), according to

TBβτ = 1

2
→ T× = 2

3
TB. (40)

Note thatT× does not depend onδ. It is useful to
define the deviation from the cross-over temperature,
∆, according to

∆ = 1 − T×

T
, (41)

as well as the scaling variableη as

η = Emax

TB
. (42)

In the following we always assumeη � 1, which
means that many levels of the closed hierarchy are
involved, seeEq. (16).

As shown in theAppendix A, the following approx-
imation for the integral inEq. (39)can be used
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∫ c

0
dx exp(b2x2) 
 1

cb2
exp(b2c2) for bc � 1,

(43)

Then, we obtain fromEqs. (36)–(42)the following
result

Z 
 2√
η

[
1

1 − 3∆
+ 1

1 + 3∆
exp

(
3

2
η∆

)]

for η � 1. (44)

Now, in the vicinity of the cross-over temperature,
that is,∆ � 1, the internal energy can approximated
by

Ē = 〈E〉 = −∂lnZ

∂β

 Emax

1 + e−3/2η∆
. (45)

Hence, the internal energy in contact with a heat reser-
voir displays a smooth step at∆ = 0, which develops
into a sharp jump forη → ∞.

Within the same approximation, the heat capacity
is given by

C̄ 
 η2

4 cosh2((3/4)η∆)
. (46)

Thus, the heat capacity is positive, as expected, and
displays amajor singularityfor η → ∞. On the other
hand, Eqs. (45) and (46)can be taken as asigna-
ture of a first order phase transition, taking place in
between the low energy phase and the high energy
phase of the hierarchy. Directly atT×, the system fluc-
tuates between both phases. These large fluctuations
(in contact with a heat reservoir) are responsible for
the stable behavior of the free energyF̄ = −T lnZ.
Therefore, we can call such a behavior asdynamical
phase coexistence, being an alternative, thermodynam-
ically stabilizing, scenario to the usual static phase co-
existence.

6. Non-extensive systems in thermal equilibrium

In the last two sections we have shown that the
behavior of unstable systems is well defined under
isothermal conditions. However, these results could
not have been obtained using thermodynamical argu-
ments, since the stabilization of the states are given by
fluctuations. We now turn to another question which
cannot be answered in the framework of classical ETD,

Fig. 5. Two instable systems, having the energiesE1 and E2 and
the same temperatureTB, are brought in thermal contact.

namely the behavior of unstable systems in thermal
contact among each other. In this work we will re-
strict ourselves to regular hierarchies in thermal equili-
brium.

Let us bring two regular hierarchies of the same
type, having the energiesE1 andE2, respectively, in
thermal contact, seeFig. 5. The two parameters which
define a regular hierarchy areTB andEmax. After the
thermal coupling is established, we can no more iden-
tify the energy content of both systems. The number
of micro-states,Ω, of the composed system is there-
fore given by taking into account all possible distri-
butions of the total energy,E = E1 + E2, over both
subsystems. For simplicity we assumeE1,2 � Emax.
Then, we can write

Ω=
∫ E2

−E1

Ω1(E1 + �E)Ω2(E2 − �E)d�E

=
∫ E2

−E1

exp

(
E1 + �E

TB

)
exp

(
E2 − �E

TB

)
d�E.

(47)

Therefore, the entropy of the overall system is given
by

S = lnΩ = E

TB
+ lnE. (48)

Coupling the overall system to a thermometer, we can
measured a temperatureT given by

1

T
= 1

TB
+ 1

E
>

1

TB
. (49)

Hence, thetemperatureof the coupled systemhas
changedand depends from the total energy content.
The temperature of two instable system in thermal
contact at the same individual temperatures is smaller
than the individual temperatures of both parts. This
is also valid for the more general case of differ-
ent individual temperaturesT1 and T2 (dropping
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Fig. 6. Many instable systems having the same temperatureTB are brought in thermal contact.

the index “B”). Here, the following equation can be
derived
1

T
= 1

T1

(
1 + τ

exp((E/T1)τ) − 1

)
, (50)

with τ = 1− T1/T2 and withT1 < T2 without loss of
generality. This proves the general inequality for the
thermodynamic equilibrium of two instable systems
of the type of regular hierarchies

T < min (T1, T2). (51)

The temperature of the overall system is smaller than
the minimum temperature of both parts, in marked
contrast to the usual “mixing rule” for stable systems.

Finally, we consider the thermal equilibrium ofN
regular hierarchies of the same type as sketched in
Fig. 6. We obtain

Ω = EN−1

(N − 1)!
exp

(
E

TB

)
. (52)

Using the limit of largeN, we can assumeN −
1 
 N. This yields to the following expression for the
inverse temperature of the overall system

1

T
= N

E
+ 1

TB
= 1

T0
+ 1

TB
. (53)

Here, we have introduced an “energetic” temperature

T0 = [E] = E

N
, (54)

where the brackets [. . . ] denote the averaged value
per subsystem. UsingEq. (53), we obtain for the heat
capacity

C = E2

N

(
1

T0
+ 1

TB

)2

. (55)

Assuming that the overall energy is proportional to the
number of subsystems,N, the heat capacity isexten-
sive. In the limitT0 � TB, we get for the specific heat
c = C/N

c = C

N

 1 for T0 � TB. (56)

This limit corresponds to a sparse load of the individ-
ual hierarchies with energy. In the opposite case we
get

c = C

N



(
T0

TB

)2

for T0 � TB. (57)

Here, in average many levels of the individual hierar-
chies are energetically loaded. The non-trivial feature
is the strong dependency of the specific heatc = C/N

from the energy content, that is, from the energetic
temperature.

7. Conclusions

An analytically tractable model for instable statis-
tical system has been proposed. Using this model, we
were able to analyze the behavior of such systems
which are unstable in the sense of classical ETD (hav-
ing non-positive heat capacities) in situations which
are not accessible by ETD. It can be shown, that en-
ergy fluctuations can establish a thermodynamic equi-
librium. For stable thermodynamic systems, energy
fluctuations are usually much smaller compared to the
observed energy of the system. This is of course no
more true for the model discussed here. In the insta-
bility region the whole energy contents takes part in
fluctuations. The properties of such equilibrium states
are somewhat different to those of stable systems. In
particular, the state of the composed system has a new
quality, which cannot be reduced to the “product of
states of individual systems.” One should denote such
states asfluctuation induced thermodynamical equilib-
rium, to distinguish them from equilibrium states in the
framework of classical ETD, where fluctuation effects
are not considered. Therefore, the role of temperature
(as defined in the usual sense as 1/T= ∂S/∂E) is re-
duced, which leads to unusual results, such as the pos-
sibility of an equilibrium between systems of differ-
ent temperature and the reduction of the temperature
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for instable systems in equilibrium, seeEqs. (49)–(51)
and (53).

Instable statistical systems can be driven through
phase transitions when being in contact to a heat reser-
voir. For the model of a regular hierarchy (marginally
instable) a power-like singularity of the heat capac-
ity is shown when the temperature of the heat reser-
voir approaches the intrinsic temperatureTB of the
system. This resembles a continuous phase transition
scenario. Most interesting is the behavior of true in-
stable systems having a negative heat capacity. Here,
a phase transition between a low energy phase and
high energy phase takes place at a temperatureT×
without static coexistence. However, atT×, fluctua-
tions between both states occur which, on the other
hand, stabilize the equilibrium with the heat reser-
voir at this temperature. Such afluctuation induced
phase equilibriumcan be called adynamical phase
coexistence.

Appendix A

We consider the integral

I =
∫ c

0
dx exp

(
1

2
b2x2

)
. (58)

First, we perform a Gaussian transformation

I = 1√
2π

∫ c

0

∫ ∞

−∞
dx dy exp

(
−y2

2
+ bxy

)
. (59)

After carrying out thex-integration, we obtain

I = 1√
2π

∫ ∞

−∞
dy e−y2/2 1

by
(ebcy − 1). (60)

In the limit of bc � 1, the integral is dominated by a
Gaussian peak at

ȳ = bc. (61)

Then, we can approximate the integral by

I 
 1√
2π

1

bȳ
exp

(
1

2
b2c2

) ∫ ∞

−∞
dy exp

(
1

2
(y − ȳ)2

)

= 1

b2c
exp

(
1

2
b2c2

)
, (62)

which is given inEq. (43). The first correction tōy is
of the order 1/bc.
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